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Abstract— Generalized Processor Sharing (GPS) is a fluid  Furthermore, as shown in [3] and [5], a scheduler vativ)
scheduling policy providing perfect fairness over both costant-  deviation with respect to the GPS service may introduaests
rate and variable-rate links. The minimum deviation (leadlag) with a bursting period, during which up t@(N) packets belonging

respect to the GPS service achievable by a packet schedulsrane
maximum packet size. To the best of our knowledge, the only ket to the same flow are served back-to-back, can be followed by

scheduler guaranteeing the minimum deviation is Worst-cas Fair ~ @ silenceperiod — with length equal to the preceding bursting
Weighted Fair Queueing (WF*Q), which requires on-line GPS sim-  period — during which no packet of the the flow is served.

ulation. Existing algorithms to perform GPS simulation have O(N) Since packet transmission is atomic, no packet scheduling
worst-case computational complexity per packet transmisen (N algorithm can avoid aninimum deviationequal to one max-

being the number of competing flows). Hence WEQ has been . . . .
charged for O(N) complexity too. However it has been proven Mum size packet, between the amount of service provided

that the lower bound complexity to guaranteeO(1) deviation is 10 each flow by the real system and the amount of service
Q(log N), yet a scheduler achieving such a result has remained provided to the same flow by the GPS server. We say that

elusive so far. ) the service delivered by a real system (thanks to the adopted
In this paper we present L-GPS, an algorithm that performs = gchequling policy) isoptimum if the discrepancy with respect

exact GPS simulation with O(log N) worst-case complexity and : . -
small constants. As such it improves the complexity of all ta to the GPS service never exceeds thmimumdeviation. It

packet schedulers based on GPS simulation. We also present L has been proven that thewer bound complexity to guarantee
WF2Q, an implementation of WF*Q based on L-GPS.L-WFQhas O(1) deviation with respect to the GPS service(l$log N)
{he rinimum possibie deviation,  does match e loremerned . Loy
the minimum possi , H H
complexity Ioveer bound. Furthermore, both L-GPS and L-WF?Q A very acc_urhatedpac;ket sche_dullng algorlthdmk; Ca”;d Wrc])rst—
comply with constant-rate as well as variable-rate links. \¢ assess case Falr Welg_ ted Fair Queueing (%) [3] an i based on t_ e
the effectiveness of both algorithms by simulating real-wdd sce-  ©n-line simulation of a GPS server, does achieve the optimum
narios. service. Theclassicalalgorithm for simulating the GPS server
Index Terms— Computational Complexity, Data Structures, has been_proplosgd. mqre than a decade ago togetheri with the
Packet Scheduling, Quality of Service. GPS service discipline itself [1]. It has been proven to exu
— in the worst-case — the processing®fN) events in a single
packet transmission time [9]. For this reason 3@Fhas been
I. INTRODUCTION charged forO(N') complexity too [9], [6], [5].
Another important measure of the cost of the GPS simulation
Given a set ofV flows, defined in whatever meaningful wayjs the number of steps performed for each arriving packet, th
and sharing a common transmission link, packet scheduliggr packetomplexity. This complexity has been systematically
algorithms play a critical role in providing each flow with astudied for the first time in [15]. The authors showed that its
predictable service. lower bound isQ(log N), and that an algorithm matching this
An important reference system in packet scheduling is thgyund was already proposed in [14]. But they also clarified
Generalized Processor Sharing (GPS) server [1]. Proviu#d tihat: 1) if aheaptype priority queue is used to implement this
each flow has a weight assigned to it, such a system sery@gorithm, the worst-case complexity per packet transionss
all flows simultaneously delivering each one a service ratgjme is still Q2(V), 2) this lower bound is due to an unavoidable
proportional to its weight. The GPS service discipline i ngyroblem referred to as thmandatory lazy evaluatioproblem
realistic: a practical system can serve a limited number pfee Subsec. 11I-A). In this paper we show how, despite this
packets at a time (in this paper we consider only systems thgbblem, O(log N) complexity per packet transmission time
can serve at most one packet at a time). Nevertheless, thagkg pe achieved by usingwerarchical treetype data structure.
to its perfectly fair a”ocation, the GPS service dISCIplIrB The Computationaj Complexity of a packet Schedu|er is a
used as a reference model for evaluating the properties o# meritical issue, because links transmit packets at incneggi
practical schedulers. higher speeds, and the number of competing flows can be quite
It is easy to prove that the fairness of a packet schedulggh. As reported in a recent work [21], tens of thousandsglow
depends on its maximum per-flodeviation (difference) with  can bein progressat the same time through an Internet link (in
respect to the amount of service delivered by the GPS sén\/er[zj_] a flow is denoted as in progress during any time interval

particular,O(V) deviation impliesO(IV) (un)faimess, whereas jn which the inter-arrival time of its packets is lower tha@ 2
O(1) deviation guaranteeS(1) (un)fairness ¥ can be quite seconds).

large, as shown in [21] and discussed in more detail below).



However, in the same paper it is shown that the number ibf and small constants. To the best of our knowledge, L2Q/F
simultaneously backlogged flows at any time instant is in the the first scheduler withO(log N) complexity achieving
order of a few hundreds under stable load conditions. Withh suO(1) deviation (actually, the minimum possible deviation) with
figures, linear complexity may constitute a significant leairr respect to the GPS service.
to on-line scheduling in high speed applications [20], [8], Both L-GPS and L-WFQ comply with constant-rate as well
[5], [10], [11]. On the contrary, depending on the constantas variable-rate links. As an example of the second category
logarithmic complexity per packet transmission time may beonsider shared-media wired or wireless links. Typicaliyfly
affordable. the MAC protocol is concerned with collisions and packet

Many scheduling algorithms wit®(log V) complexity have losses, and it hides these details to layers 3 and above. So
been proposed, such as Self Clocked Fair Queueing (SCR® latter just 'see’ a time-varying capacity link.

[9], Frame Based Fair Queueing (FFQ) [6] and Start Time Fair L-GPS and L-WEQ reduce thaipperbound complexity for
Queueing [10]. They are based onarproximatesimulation of simulating a GPS server and for providing the optimum sexvic
the GPS server, trading accuracy for complexity. Unfortelya both fromO(N) to O(log N). Moreover, sincé)(log N) is the
all them exhibit O(N) deviation with respect to the GPSlower bound complexity to guarante@(1) deviation from the
service. GPS service [13], L-WHKQ achieves th@ptimumservice with

A more accurate algorithm, called Worst-case Fair Weightegtimumcomplexity.

Fair Queueing Plus (WiQ+) [5], has been proposed to re- Part of the material presented in this paper appeared for the
duce the implementation complexity of WB while retaining first time in a former work [22].

several of its properties (a similar, but not identical,caithm

has been proposed in [7]). W+ hasO(1) deviation from

the minimumamount of service guaranteed to each flow b9rgan|zat|on of this paper

the GPS server. However, also WE+ may exhibit O(N) This paper is organized as follows. In Sec. Il we provide an
deviation from theactual service delivered by the GPS servepverview of GPS and WAR. In Sec. Ill we make a survey
when some flows are idle [22]. of related work, focusing on the existing linear complexity

Finally, several schedulers with very low complexity (ramgg algorithms for simulating the GPS server, and on the* @+
from O(1) to O(log log N)) have been proposed [11], [8], [12],packet scheduler. In Sec. IV we present our main result, the
[19], but all of them exhibitO(N) or, worse yet, unboundedL-GPS algorithm, whereas in Sec. V we discuss how it can be
deviation with respect to the GPS service. In the end, evimplemented using two classes of balanced trees. In Sec. VI
though thelower bound complexity to guarantee the optimunwe describe L-WFQ. In Sec. VII we show through simulations
service has been proven to b¥log N) [13], the problem of how the actual complexity of L-GPS and L-W8 compares
providingO(1) deviation from a perfectly fair service with sub-to the worst-case bound.
linear complexity was still open.

o ) Il. GPSAND WF2Q
Contributions of this paper

In this paper we present Logarithmic-GPS (L-GPS), an Consider a system in which/ flows (defined in whatever

algorithm for simulating a GPS server, based on a s eciaﬂﬂeaningfulway) share a common transmission link witime-
g g ' peciay éying capacity (rate) ofC(t) bits/sec. We definéV (t) =

augmented balanced binary tree. Such a tree allows the st . .
of the simulated GPS server to be computed witfiog N)  Jo C(7) - dr as the total amount of service provided by the

complexity at any time instant. The tree must be updateigt zyzigm (\j/yh”ennq?t’st]légeb;azat:2rﬁvggc:?1m;1$easm\s/teedn;n :’Cs call
at each packet arrival, and élog N) cost. y y ’

Actually, the number of operations needed to compute tIQg\cketarrival time the time at which this happens. Similarly,

state of the GPS server and to update the tree is proporth»nalsetrze%g}gég E;?E:tzsgtgiro;(;hv?/es}éztlfg]aévkli% I:;}':tsr:eblt
the depth of the tree itself, which in its turn can be impletedn fime at which this happens. We definetmekloggedevery flow

by augmentingin the sense defined in [17] (Chapter 14), an . .
u%der?ying balganced binary tree. In thi.£, p!’:lp()er V\E)e shov?/ wning packets not yet (completely) transmitted. Each fleaw h

possible implementations, based, respectively, on Raffiees a packet FIFO queue associated with it, holding the flow’s own
[16], which guarante@®(log N) averagedepth, and on Red- backlog. i . . . . .
black Trees [17], which guarant&®log N') worst-casedepth. We definebusy perloda r_“ax'm.a' interval of time durm_g
Especially, although providing a weaker theoretical caipy Whlch_ the system is never |dle._ F|na_1lly, most of the notagion
bound, Patricia Trees have a much simpler structure ana allgseOI in this paper are summarized in Table I.

i . . - _Each flowi has a positive numbef; assigned to it, namely
L-GPS to be implemented in a more efficient way than Re%i weight A GPS server [1] is an ideal system that serves

black Trees. As we show through simulations, they achiev backl Y imult | idi h of the
good performance in practical cases. In the end, depen(ﬂingS acklogged flows simultaneously, providing each o m

the specific balanced tree used, L-GPS enables the GPSe&;erw(Eareof th(;e (éuttplf{th“n][(l capac(;t);h(Lel._ rstm betv_\;een the setirwce
to be simulated a®(log V) — statistical or deterministic — cost'at€ Provided fo he Tlow and the fink capaci y), proportiona

per packet transmission/arrival. to its weight. In formulas:
We also present Logarithmic-WR (L-WF?Q), an imple- ;.- ) Pi (t) =

mentation of WEQ based on L-GPS, with(log V) complex- Y jen@) i

5 (%) AW (t) Vi € B(t) (1)




Lmaz Maximum packet length ; ]
Y Weight of tFr)wel-th ﬂowg FIOiN Welfht Packet arrivals
D(t) = Sum of the weights of the flows back-
> e % logged at timet 2 1 s3
Si(t), Fi(t), U;(t) | Virtual start/finish/unbacking time o 3 2 P
the i-th flow at time¢
Quantities related to a generic node of Bigee: r 5.7 ¥ ®ot
tmin » tmazx Extremes of the time interval GPS
E&ig, tmaz] represented by the . Service
Umax Umaz = V(tmaz) t
AD AP = O(thaz) — Pt ;)
AW Correction factor to use in (5), conij-
puted as in (6) zg VO
TABLE | " S e
NOTATIONS USED IN THIS PAPER 1
11 23 35 t
wheredW (t) = C(t)-dt is the total amount of service provided *%o
by the system ift, ¢ + dt] (C(t) is the link capacity at time Link WF20
t), dW;(t) is the amount of service received by thth flow Cl)=1 2Py Service
in [¢, t + dt], B(t) is the set of the flows backlogged at time _
t, D(t) = 2 e pn @5 is the sum of the weights of the flows 10 2 o % 3L3:° t

backlogged at time.
Given the packet arrival pattern and the output link cagacitig. 1. Evolution of the system virtual time.
of a real system, WARQ [3] is based on the on-line simulation of
the correspondingGPS server, i.e. a GPS server with the sameney are called, respectively, floiwirtual start times;(¢) and
arrival pattern and the same capacity of the real system. Wew ; virtual finish time F;(¢), and correspond to the virtual
say that a packet iligible if it has already started service instart and finish time of the packet at the head of the queue of
the corresponding GPS server. ¥Fimplements the following flow ; at timet. Since the system virtual time is an increasing
scheduling policy: at each time instanin which the link is  function of the time, it is easy to verify that the packet a th
ready to transmit the next packet, choose, among all thiblig head of thei — ¢h flow is eligible at timet if and only if its
packets, the next one that finishes in the corresponding G@itual start time is no greater than(t). Accordingly, we say
server, if no packet arrives after tinte that a flows is eligible at timet if and only if S;(t) < V(t).
A practical way for implementing this policy in case of e can now define WA as follows:
variable-rate links is based on timestamping packets viiéh t  Definition 1: Each time the link is ready to transmit the next
values assumed by the following function, call&R9 system packet, WRQ picks the packet at the head of the queue of the

virtual time [5]: eligible flow with the smallest virtual finish time.
toq The maximumper-flow deviation with respect to the cor-
V() = /0 30 dW () (2)  responding GPS server guaranteed by?@Fs equal to the

maximum packet length,,.. [3] (WF2Q delivers theoptimum
From (1), we have thatlV'(t) = %ﬂ@ Vi € B(t), i.e. the service). The computational complexity of W@ is due to two
variation of the system virtual time durirjg ¢+ dt] is equal to major tasks: maintaining the set of the eligible flows sotigd
the normalizedamount of service received by each backloggedrtual finish times, and computing the value of the system
flow during the same time interval. Each packét (k — th virtual time. As shown in [4] and briefly reported in Sec. M, i
packet ofi — th flow, in order of arrival times) is associatedis possible to maintain the eligible flows sorted by virtuaigh
with a packetvirtual start til’T](i'S;7€ and a packetvirtual finish times atO(log N) cost per packet arrival or departure. With
time F}*. SF is the value assumed by the system virtual timgegard to the latter task, existing algorithms with lineame
when the corresponding GPS server starts servipingand plexity for tracking the virtual time are presented in Sdt. |
F} is the value assumed by the system virtual time when tf® describe both these algorithms and L-GPS we refer to the
corresponding GPS server finishes serviciifg Supposep® following example and definitions.
arrives at timea? and its length is equal td.¥, it is easy to

7

T Example 1:Consider a link with a constant capacity of
prove that its timestamps can be computed as follows [5]:

1 byte per time unit, shared by three packet flows. Flows 1

Sk = max(V(a¥), Fl.k—l) and 2 have weight 1, while flow 3 has weight 2. Fig. 1.A
Fk— gk 4+ Ly ®3) depicts a possible packet arrival pattern. Each arrivingkga
! N is depicted as a rectangle: the projection on thaxis of its

At every time, only the packets at the head of the queuesgft corner represents the packet arrival time, while thegte
the backlogged flows can be chosen for transmission, hesceefithe base represents the time needed to serve the packet at

suggested in [3], it is possible to schedule packets on di@er- fy|| link capacity. Fig. 1.B shows the service delivered b t
basis, and to maintain only a pair of timestamps for each flow



corresponding GPS server, Fig. 1.C shows the evolutioneof tin three (scalar)state variables and update them to<
system virtual time, Fig. 1.D shows the service provided bl (t;), @(tj), W (t;) > at eachbreak instant;.
WF2Q. Hence, at any time instart the state variables contain the

According to (2), at all times, theslopeof V (¢) againstiV (¢) gtate of the GPS server C(_)rresponding to the_larges_t break
is equal tog15. HenceV (¢) is a piecewise linear function of the Instant no greater than For this reason, (4) can be immediately
total amount of servicéV (t) delivered by the system. In case2PPlied to compute/ (¢,.,,) at any timet,..,. Furthermore,
of constant-rate links it is a piecewise linear functiontaf time  the state variables themselves can be updated upon each brea
too (Fig. 1.C). Hereafter, we use the tesiopeas a short for instant by exploiting (4). _
the slope ofV/ (¢) againstiV’ (). WheneverB(t) changes® (t) Break instant frequency depends on the frequency of transi-

and hence the slope 6f(¢) changes, constituting lareakpoint tipn of flows in and out o_f tlhe s_eB(t)._Since flows are served
in its piecewise linear form (with respect W (¢)). We define simultaneously, packet finish times in the GPS server can be

break instantevery time instant at which the slope Changesarbitrarily slightly skewed. In the worst case( V) finish times
(e.g. time 23 in Fig. 1.C), antreak valuethe value assumed May fall in anarbitrarily short time interval, and hence in the
by the system virtual time at time smallest packet transmission time. It is worth noting tles t
We define the tuplec V(¢), ®(¢+), W (t) > as thestateof ~May happen even if _the packet arrivql rate is bounde@ tb) _
the GPS server corresponding to the time instaand we say Packets per time unit. For example, in Fig. 1.A packet alriva

computing the statef the GPS server as a short for computin§Mes are spaced by time intervals longer than the minimum
all the values of this tuple. Finally, given a generic fuoatff of packet service timel() time units). Nevertheless, the slope of

the time, we use the compact notatiof{g~) = lim, .- f(z) the system virtual time chang€¥ V) times during the service
. . . ) .
and f(t+) = lim,_,+ f(x). of p3 (Fig. 1.D). As a conclusion, the worst-case complexity

of the classical algorithm i©(N) per packet transmission.
In [15] it is shown how an early algorithm proposed in [14]
can be used to realize gueue-based variantf the classical
The two main issues related to the GPS service are hagorithm. This variant basically allows the updating af giate
to efficiently simulate it, and how to approximate it on aariable to be postponed. For ease of exposition we disarss h
real system. With regard to the former issue, we present ansimplified version of the algorithm, which we caquential
Subsec. IlI-A the only two existing algorithms (accordinghe algorithmand which has a computational complexity no higher
literature and excluding L-GPS) for tracking the systentual than the one of the original algorithm. Suppose that at time
time. With regard to the latter issue, in Subsec. Ill-B weulc t,.,, the state variables contain the tupteV (t.q), ®(t1,),
on WFQ+, the only low complexity scheduler O(log N) W (toa) > corresponding to a time instangq < t;, whereas
per packet transmission — achieving the same minimum serviz special queue holds one element for each break instant in
guarantees as WB. (to1a, ti]. Each element contains information which enables the
state of the GPS server corresponding to the represental bre
instant to be computed #2(1) cost, provided that the state of
the GPS server upon the immediately preceding break instant
In a work-conserving scheduler, such as WFQ or2@F s known. V(t,.,) is computed as follows. First, the states
busy periods in the real system and in the correspondinfthe GPS server corresponding to all the break instants in
GPS server coincide. Moreover, since packets arrive and &rg,, ¢,] are computed bysequentiallyvisiting each element
timestamped only during (or at the beginning of) busy pesjodof the queue. Once the state V (¢;), cI)(tl’L)7 W(t) > is
there is no need to compute the virtual time outside bugymputed, (4) is used to compute the state of the GPS server at
periods. Hence in what follows we consider the problem aiime ¢,.,,. Finally, the latter is assigned to the state variables.
computingV (¢,..,) at a generic time instarnt,.,, belongingto  The sequential algorithm has an inherently linear worst-
a busy period for the GPS server. However, according tolf2), tcase complexity. According to what is previously stateédN)
value of the virtual time is constant between two conseeutibreak instants may in general fall {14, tnew), thus causing
busy periods. By exploiting this property, all the algomith the algorithm to exhibitO(/N) worst-case complexity per
described in this paper can be easily extended to compute #¢ual time computation. The only possibility for computi
virtual time also at a time instant not belonging to a busyquer V' (,,.,,) at timet,,.,, in less thanD (V) steps would be know-
Definet; < t,.., as the largest break instant no greater thang, at timet,,..,, the state of the GPS server corresponding
tnew- ®(t;7) > 0 and the slope o¥/(t) is constant and equalto a break instant; < t; such that less tha®(N) break

IIl. RELATED WORK

A. Existing algorithms for tracking the virtual time

to q,(1+) during (t;, taew). Hence, according to (2) instants are included irfts, t;]. One way to guarantee that
! the state corresponding t is known at timet,.,, would
V(tnew) = V(t) + W (tnew) — W(t) (4) be computing the state of the GPS server upon each break

(1)) instant (which would imply ; = ¢;). But this would have) (V)
As a consequence, if the stateV'(¢,), ®(t}), W(t;) > of cost. On the contrary, it is easy to prove that, to guarartae t

the GPS server corresponding to timés known, then (4) can the state corresponding tg-is known at timet,,,, without
be immediately applied to cOMpUT&(t,,c.,). incurring O(N) complexity, it is necessary be able to pre-

The classical algorithm [1] for computing the virtual time COMPUte theexpectedstates of the GPS server corresponding
can be defined as follows: store the state of the GPS serfRfutureexpectecoreak instants. The sequential algorithm can



be easily extended to pre-compuepectedstates as well. is based on a simpler system virtual time function. However,
Unfortunately, the expected state of the GPS server coras WFQ, WFQ+ must maintain the set of the eligible flows
sponding to an expected break instaptcannot be finalized sorted by virtual finish times. To the literature, the lowesst
before timet;, because every pack@f{ arriving at a time (O(log N)) solution [4] to perform this task is provably more
instantt, < t; may change the evolution of the virtual timeexpensive than tracking the system virtual time of 3@F
during (¢,, tf]. For example, floni may become backlogged,(more details are provided in Sec. VI). In the end the computa
thus causing the slope to change at titpgdetailed examples tional cost of (exact implementations of) W@ and WEQ+ is
of how the expected evolution changes in consequence ammparable. In contrast, implementations of ¥@F with O(1)
packet arrivals are reported in Subsec. IV-A). The authdrs overall complexity have been devised [19] using approxémat
[15] refer to this issue as the “mandatory lazy evaluatiorifmestamps.
problem. SinceO(N) expected break instants may fall in
(ta, ty] and the sequential algorithm performs one step per IV. L-GPS
break instant, maintaining the expected state correspgndi | this section we concentrate on the GPS simulation effort,
t; would haveO(N) cost per packet arrival. and we consider the following pair of systems: a real system
and thecorrespondingGPS server (the GPS server for short).
B. WFQ+ Hereafter we use the term virtual time assuming we are
WF2Q+ [5] implements the same packet timestamping (3gferring to the GPS system virtual time. We say that a flow
and selection policy (Def. 1) of WIB, but it uses a simpler sys-is backlogged/idle if it is backlogged/idle in the GPS serve
tem virtual time function. WEQ+ has been defined assumingndependently of its state in the real system. We defintas
that flow weights arenormalizedso thath\;1 ¢; = 1 holds. backlogat timet the sum of the backlogs of all the flows in
Under this hypothesis and assuming also that some admisdioa GPS server at timg and we callexpected clearing timat
policy is used, we define the weight of a flow ¢ also as its time ¢ the time instant- > ¢ in which the total backlog will
reserved fractionof the link capacity. We define agserved be cleared if no packet arrives after time
serviceof a flow during a given time interval, the amount of In the rest of this section, we always refer to the problem of
service that the flow should receive during the time intervadomputingV(¢,...,) at a generic time instant,.,, belonging to
according to its reserved fraction (for simplicity we neglthe a busy period for the GPS server (see the note at the beginning
case where the weight of a flow changes over time). It has be&#hSubsec. IlI-A), provided that the total amount of service
shown in [5] that, thanks to the properties of its systemueairt delivered by the system is known upon each packet arrival and
time function, WEQ+ (as WFQ) guarantees to each admittedupon any time instant at which the value of the virtual time is
flow, and over any time interval, the minimum possible worsto be computed. We show that L-GPS solves this problem at
case lag (less that L,,,,.;) with respect to its reserved serviceO(log N) cost, by using aad hocaugmented balanced binary
According to (1), the GPS server provides each flow wittree, calledU;,.., that must be updated ét(log V) cost upon
at leastits reserved service over any time interval. Especiallgach packet arrival.
a backlogged flow may receive much more than its reservedThe approach used to computét,,..,) is similar to the one
service during any time interval in which not all the flows ar@sed in the sequential algorithm [15] (Subsec. IlI-A). Ashie
backlogged. In [22] it is shown that, due to this fact, ¥gF sequential algorithm, when the computatiort&f,,..,) begins,
may exhibitO (V) deviation with respect to the GPS servicehe state of the GPS server corresponding to a time instant
if not all the admitted flows are continuously backlogged. {4 < t,ew iS available (as shown in Subsec. IV-C, there can
The following considerations can be made on the actuaé up toO(N) break instants betweeh;,; and t¢,..). Then
impact of the above shortcoming. Suppose that an applitatio-GPS uses the information stored in theg... to reconstruct
reserves the desired capacity along the nodes traverseid bythie evolution of the virtual time durinG .4, tnew]-
flows, and that it relies only on the reserved service. Indhie, Each node of th&/;,.. contains aggregated information on a
anO(1) lag with respect to the reserved service constitutes tlime interval ranging between two break instants. In gdribea
most important guarantee for the application, and(¥iV) extremes of the time interval are not consecutive breakinst
deviation with respect to the GPS service should cause ap the contrary, up t@(N) break instants can be included in
relevant consequences. it. The information stored in the nodes is organized in a-hier
Conversely, consider a reservation-free scenario, astheeg. archical fashion: two sibling nodes contain informationtao
one envisaged in [21]. First, perfect fairness is a degrabl- adjacent intervals, and their parent node contains agggeéga
vice distribution for best-effort traffic. Secon@(N) deviation information on the union of the two intervals. Whereas in the
with respect to the GPS service results in additional uess, sequential algorithm the break instants includedting, tnew)
i.e. service rate oscillations, introduced by the schaeddle mustall be sequentially processed, the aggregated information
the best of this author’'s knowledge, there is no experimentdored in thel,,... allows L-GPS to process events groups
work either showing that this is not an issue, or showing turing a special visit from the root to a leaf of thg,... Up
which extent adaptive (such as video streaming) and feédbato O(N) events are processed @{(1) cost each time a level
based (such as tcp) applications may benefit from the smstothef the U,,... is descended. In the end, the maximum number of
possible service. steps performed is in the order of the depth of the...
Finally, as far as the computational cost is concerned, theFinally, the main idea behind the construction of tig...
main difference between WB and WEQ+ is that the latter is pre-computingand storing information on thexpected



evolution of the virtual time. As shown in detail in the nex
subsection, the expected evolution of the virtual time ¢fesn
upon each packet arrival. The information stored in the..

is coded in such a way that it can be update@ébg N) cost
after each packet arrival.

As previously said, the nodes of tlig,... contain informa-
tion on time intervals whose extremes are break instants.
say that a pointt, V (1)), with > ¢, is anexpectedreakpoint
at time¢ if it will constitute a breakpoint if no packet arrives
after time¢; furthermore, we say that is an expectedoreak
instant at timet, and thatV (¢) is anexpectedbreak value at
time t.

Expected breakpoints are obviously durdy to flows becom-
ing idle. We define, for each flov theflow virtual unbacking
time U;(t) as the virtual finish time of the last packet of the
i-th flow arrived up to timet. The expected break values a
time t correspond to the virtual unbacking times of the flow
backlogged at time. Through (3), the virtual unbacking time
of each flow can be easily computed/updated upon the arri
of each of its packets. It is important to note that from th
same formula it follows that the virtual unbacking time of i
flow does not chang@ consequence of the arrival of packet
belonging to other flows.

In the next subsection we show in detail the data structy
used by L-GPS, whereas in the successive two subsections
show, respectively, how the virtual time is computed usimig t
data structure and how the data structure itself is updated.

A. The shape data structure
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Fig. 2. Expected virtual evolution and shape data struchfier
the arrival of each of the first three packets in Example 1.

L-GPS stores information on the expected evolution of the Neglect for a moment the correction factadV. In what

virtual time in the following data structure: follows we denote ag;/ the finish time of the packet’ in

Definition 2: Shape data structurdJnion of abase tuple the GPS server. Consider the upper part of Fig. 2.A.1: with
containing, at any time instart the state of the GPS serverreference to Example 1 (whek& C(t) = C' = 1 byte/sec),
corresponding to a time instaty;q < ¢, and a balanced binary it shows theexpectecevolution of V' (¢) after the arrival ofp}
tree, calledU;,... and containing one leaf for each (actua{Li = 20 bytes,¢, = 1) at time 0, assuming that no further
or expected) break instant included (.4, tc], wheretc packet arrives. Fig. 2.A.2 shows the corresponding shafe da
is the expected clearing time at time Each node of the structure. For the base tuple, we have th46™) = ¢; = 1,
Utree represents a time intervll,in, tmasz], Wheret,,,, and W(0) = 0, V(0) 0. Flow 1 gets the entire capacity,
tmaz are, respectively, the smallest and the largest time instamd there is just one expected break instant, corresponding
represented in the subtree rooted at the node (leaves eepreg the expected clearing timg! = % = ?_ From (3), the
time intervals of lengttv). Furthermore: _ corresponding break value & (0+) = F} = L1 _ 90. On

1) the time interval represented by the left child of a nOdt‘ﬁis breakpoint® 1

o . g (t) varies by a quantitA® = —¢; = —1.
precedes Fhe tlme_lnterval represented by the right child; Hence theU,... consists of just the leal.2, containing the
2) the information stored in each node all evaluated

. . ) above information (Fig. 2.A.2). The bottom part of Fig. 2LA.
assuming that no packet arrives after time are: the (actual

. shows the break instant represented/i®y
or expected) break val_uéfmw - V(tm”).’ the difference Fig. 2.A.1 also shows the time instaht at which a new
AD o(tt,.) — @t ..), and acorrection factor AW

|\ mazx . e o packet,pl, arrives (3 = 10 bytes,¢> = 1). The expected
characterized by the following property: given any timetams evolution of V(¢) after the arrival ofp} is shown in the upper

t1 < tmin such that there is no break instant[in, t,,:,), we part of Fig. 2.B.1. We have tha(11+) — ¢+, — 2, hence

have the slope ofV (¢) halves at timell. Since both flowsl and

2 have the same weight, they start to get half of the capacity
each.11 out of 20 bytes ofpi have been already served at time
€1, hence the expected break instgfitmoves from time20 to
time 11+22-3% = 29 (of course, the corresponding break value
F} is unchanged). Durindl1, 29], (29 — 11) - § = 9 bytes of

W(t1, tmaz) = PtT) - Unax — V(t1)) — AW (5)

where W (t1, tmae) IS the expected amount of total servic
delivered by the system durirf@, t,...]. For a leaf,t,,;, =
tmaz = tjy Umaz = V(t;), A® = ®(t]) — ®(t7), andAW is
obviously0.




Vo ) contrast, according to (5)AW needs to be combined with
o s additional information to compute the amount of work done
1
DO

).
({4

by the system during the time intervial, ¢,,...], and then this
value must be summed #/(¢1) to getW (t,42)- The reason

\ e -

V()| for storing the correction factoAW instead of W (t,az)
W(e) W) W) W in each node is the foIIowmg.. _Before tlme_,m, W (tmaz)
O).( Vs - V(1)) is actually_ an expected value: in general it changes after a
Wt.t) AWt packet arrival before,, .. (recall the mandatory lazy evaluation

problem). Updating the fieldV (¢,,..) in all the (involved)

Fig. 3. The correction factor is equal to the difference lestwthe nodes can be easily proven to haweV) cost. On the contrary,
value thati (1, tmaez) wWould have if the slope of(t) was con- @S shown below, the field W can be updated &(log V) cost.
stant and equal t% during (¢4, t,,,.], and the actual/expectedIn the rest of this subsection we report just the properties o

value of W (t1, tmax) according to the actual/expected evolutiofh€ correction factor, and in general of the shape datatsteic

of V(¢). whereas we show how these properties are exploited in the nex
two subsections.
ps are served. Hence, after the completionpdf 10 — 9 = 1 A graphical representation of Eq. (5) is shown in Fig. 3. For

byte of pJ is still to be served, and flow starts getting all the €ach node AV depends only on the information storfd in the
capacity. As a consequence, there is one more expected breigiiree rooted at the node, and itinslependent ofb(¢y"), as
instantf3 = 29+ = 30, whose corresponding break value i$tated by the following theorem.

equal toUs(11%) = Ff = V(11) + % = 21 (see (3)). Finally, Theorem 1:For any internal nodé” of a Uy,

<I>(t)_ varies by a quantitAd = —¢» = —1 on f1. AWP = AWE + AWER — AdL . (UE— UL ) (6)

Fig. 2.B.2 shows the corresponding shape data structure,
assuming that the base tuple contains the state of the GRS sewhere L is the left child of node””, and i is the right one.
corresponding to time1 (as shown in Subsec. IV-C, the basé'he proof of the theorem can be found in the Appendix,
tuple may also happen to contain the state correspondingtBereas numerical examples are reported in Fig. 2.A.222.B.
a lower time instant than the current time, in consequence 8nd 2.C.2.
the adoptedazy updating algorithm). The time intervals rep- For ease of exposition, given any time inter@hi,, tma.]
resented by the nodes of tii&,.. (continuous lines or points) represented by a node of ti6g,.., we define as itpreceding
are shown in the bottom part of Fig. 2.B.1. The informatiofiap the maximal time intervalt, ¢,,;,) containing no break
on the new expected break instafit = 30 is stored in the instant and such that> ¢.4. Preceding gaps are depicted as
leaf R2. The |eafL2’ representing the other break |nst@"[]‘}t dotted lines in the bottom parts of Flg 2A1, 2.B.1 and 2.C.
obviously containshe same informatiostored in the only node As highlighted by Fig. 2.C.1, there is a gap both betwegn
of the Uyee in Fig. 2.A.2. The rootL1 of the U,.. contains and any of the leftmost time intervals represented by some
aggregated information on the time interval ranging betwe@ode of theUi..., and between every pair of time intervals
the break instants represented by the two leav2sand R2; represented by two sibling nodes.
especially, it contains the break valig, ., = F} = 21 and Given the time interval represented by a generic node of the
the cumulative variatiod\® = —¢; — ¢ = —2 of the weight Utree, EQ. (5) obviously holds for any time instant in its
sum. preceding gap. Suppose to know the state of the GPS server

Finally, the upper part of Fig. 2.C.1 shows the expectegPrresponding to a time instant in the preceding gap, and
evolution after the arrival of packet} at time 23 (L} = 10 1€t Unaa, A® and AW be the values of the fields of the
bytes, ¢5 = 2). It is easy to show that the previous twonode.W (1, tma.) can be immediately computed through (5).
expected break instanf§ and f! move, respectively, frorg9 ~ Furthermore W (tmaz) = W(t1) + W(t1, tmaz), V(tmaz) =
to 35, and from30 to 38, and that there is a new expected/maz and, sinced(t_ . ) = (1), P(tmaz) = B(t]) + AD.
break instantf) = 40. The corresponding break value isHence, through the information stored in the node, the sthte
Us(237) = F} = V(23) + Li _ 1745 =99. Fig. 2.C.2 and the GPS server corresponding to the time instant, can be

the bottom part of Fig. 2.C.1 show the corresponding shatse d5°MPuted aO(1) cost,independentlyf the number of break

structure and the represented time intervals, assumirigttaa "StNtS iN(1, taq]-

base tuple contains the state of the GPS server corresgpndinlt IS Worth noting that in case.. is an expected break
to time 23. instant at time e (bmae > trew), the above computed state is

Consider now the correction factohW. Its purpose is more p_recisely thexpectedstate corresponding tq the expected
allowing L-GPS to efficiently compute the value assumed ?{eak instant,,.... As an example, consider Fig. 2.C.1 and
W(t) upon break instants (as shown in the next subsecti C;rz: using the state stored in the base tupleV (),
this is crucial to reconstructing the evolution of the vitu Ot a); W (towa) >, cqrrespL()lnd|ng t(zlt'meold :Ll??” the
time during(fod, tnew]). A simple solution to immediately get Values stored in the field&,,,, AW™" and A;I’ of the
these values while visiting thg,... would have been explicitly N°de L1 allow the state corresponding to tin,,, = 38 to

storing the valugV (£,.q, ) in each node representing the timd® computed aO(1) cost.
interval [fmin, tmae] (recall thattmq, is a break instant). In We can now summarize the twey featureshat enable the

Uiree t0 be updated and the virtual time to be computed at



3 U orahe daa struRtres in case of variable-rate links is a hard task. Henfg, is
3 Wold ; /1 Wt_old) indirectly compared againgt,.., by exploiting the following
4 Phi_old ; /1 Phi(t_old +) _ : ) ; :
5 Wree : 1 Dot 3 property. since _the system_ is work conservmg,(l_t) is an
6 ‘ increasing function of the time, hence the ordering between
; Eunctl on conputeV( Wnew ) /1 returns V(t_new) trew andt,me is the same as betweéﬁ(tnew) andW(tﬁmz).
9  // next three tenp. variab. will store V(t_l), Wt_l), The last two values are the actually compared ones (line 22).
y p

10 ol t) at the end of the search (Eq. (4)) To compare it againstV (t,c. ), W(tL,.) is computed by
12 Vs =Vold; exploiting the first key feature of th&,,... Upon the first
13 Phi_s = Phi_old ; ; ; ; ;
14 cur= Uree oot : /1 curr. search subtree iteration, L is the left chlld of the root node of th&,, ..,
15 hence there is no break instant betwegp andtZ ;. (Def. 2).
%9 ;5\?/_2 [e;éelf(ihgaS‘?]EEEI;gff;l isnttgrealv]\evv_tle_lr\r/as:[right gap] [right interval] Therefore! through Eq (5) the State Stored in the base tsple
ig Wh{/\llﬁ (Manot IVS_SI iaf((gurr)>l)ef{t o //VSSeE;r chh_WSt b used to computéV (tZ ) atO(1) cost (lines 19-20).

X = ur - - X - * Phi - . .
20 - cur->left->d_W /1 pivot: Eq. (5) Consider now the right subtree of thé,..., as e.g. the
g% ow WL e Wi ) < WL subtree rooted aR1 in Fig. 2.C.2. There is at least one break
23 ' c(ur _:ni\lljvr.>|_efT ;X ) I c\gmf )in ,eﬁ—suxbtree instant between,;; and the smallest time instant represented in
gg el /sle { date vari abl es to//t h=e> b\gt__nl) o>f= n\/e}/_%_'\/zx this subtree. Hence, if the search continues in the rightreeb

u v I I n. X . . .
26 Vs fcur.>| eft - >Umax o gap upon the second iteration, the state stored in the temporary
27 Ws = WL _Max ; _ variables can no more be used to compufétZ ) at O(1)
28 Phi _s = Phi_s + cur->left->d_Phi ; . .
29 cur = cur->right :  // cont. in right subtree cost through Eq. (5). On the contrary, as noted in the previou
32 } ” eng o; case m_l)>=W_L_NBX subsection, there is a gap (a time interval containing nakbre
32 ! end of seareh Toop instant) between the largest time instant represented mda n
33 return V_s + ( Wnew - Ws ) / Phi_s ; Il Eq. (4) and the smallest time instant represented by its rightgibkor
34} this reason (and also to let them contain the state correlapgn
Fig. 4. Functionconput eV. to time ¢, at the end of the search), the state variables are

updated to< V(tL ), @@L+, W(tk ) > (at O(1) cost)

max max

O(log N) cost: 1) thanks to (5), the information stored in &" each searc_h step that causes the search to continueeénto th
node representing a time iNten@hin, tmas] allow the state right subtree (lines 26-28). He_nce, .they can be used to ctampu
of the GPS server corresponding to the time instant, to W (fr.a.) 8t O(1) cost at any iteration.
be computed aO(1) cost, provided that the state of the GPS AS @n example, suppose to compugl,c., = a3 = 39)
server corresponding to a time instantin the preceding gap (réferring to Fig. 2.C.1 and 2.C.2). The temporary variatzee
is known; 2) according to Def. 2 and Th. 1, the informatiofi"St initialized to the base tuple, i.e. to the state coroesing
stored in each node depends only on its subtree. to time 23. Upon the first iteration;,;,,, = t;..,, = 38 (see the
A final remark is in order: the nodes of th&, .. do represent Pottom part of Fig.. 2.C.1), ant/(38) = 23 + (21 —17) x4 —
time instants/intervals, but they contaio information on the 1 = 38 1S computed at lines 19-20. Sind& (¢,.cw :L319) >
value of any time instant. Maintaining such information ris iW1(38)' the temporary varlabIele are updated<0U,;,, =
general a hard task in case of variable-rate links. Iy = V(38) =21, ¢(23+)+A_(I’ = ©(38%) =2, W(38) =
38 > at lines 26-28. TherR1 is selected for the next search
step.R1 is a leaf, hence the search loop ends, and, using the
B. Computing the virtual time values stored in the temporary variabl&€g39) is computed as

In this subsection we show how L-GPS compuités,..,) at v (38) + WEN-WES = 21 405 = 215, _
O(log N) cost through the shape data structure, assuming thaf inally, to prove that the search ends up storing the tuple
the Uy, hasO(log N) depth. First we describe the algorithm,< V(tr), ®(t;"), W(t:) > in the temporary variables, consider
then we show an example of how it operates, finally we provid@at: 1) tnew < tc and theUi,.. is assumed to represeali
a synthetic proof of its correctness. the brea_lk instants _mcluded Mora, tc] (_We show in the next _
The algorithm is implemented by the functicomput eV, subsection how this can be accomplished); 2) the system is

whose pseudocode is shown in Figcénput eV takes as input ausal i.e. the evolution of the virtual time up to time,..,

W (tnew ) and performs a binary search of the leaf representiﬁ@es not change in consequence of new packet arrivals after
the largest break instami < t,..,. During the search three tiMe#nc.; hence all the states stored in the temporary variables
temporary variables are used; they are updated in such a Wying the search arectual states; 3) each time the search
that they will contain the tuplec V (¢;) (I)(t;r) W(t,) > at must continue in the right subtree, the temporary variahtes

the end of the search. Then they are used to compute.., ) updated to the state corresponding to the largest breakninst
through (4). represented by the left subtree.

In more detail, the temporary variables are initialized to Since & level of thd/y,.. is descended upon each iteration,
the tuple< V (to) ‘I’(ﬁzd) W (t,1q) > before beginning the the search terminates after a number of iterations no |anger
binary search (lines 11-13). Then, upon each search step, #¢ depth of thé/i,.... Hence, since we assumed that thg..
largest time instantZ represented by the left child of hasO(log N) depth, the functiorconput eV has O(log N)
the node involved in the current search step is usegiast Complexity.

Unfortunately, as previously said, computing break intstan



3 buoh fg”(p(ips) Ll l’ép;‘p;‘aie aggr. info from node P time of the flow (equal to the virtual finish time of the packet)
3 P->Umax = P->ri ght - >Umax : and the opposite of the weight of the flow must be assigned,
4 P->d_Phi = P->left->d_Phi + P->right->d_Phi ; ; ;

5 P->d_W= P->left->d_W+ P->right->d_W- respectlvely, taJ and_d—PhI' .

6 (P->right->Urax - P->| eft->Urax)*P->| eft->d_Phi; On the contrary, if the packet causes the virtual unback-
s 47T >father /1" move up one Ievel ing time of an already backlogged flow to move forward,
9 } rem break_poi nt (described later) must be called to remove
10 . .

11 // adds/updates a breakpoint; in: break value U, weight Fhe old breakpomt’ theadd—br eak_poi nt must be called to

12 // sumvariation d_Phi, current virt. time curr_V insert the new one.

13 function add_break_point (U, d_Phi, curr_V) {

14 if (is enpfy(Utrae)) (/1 imt base taple Invoking add_br eak_poi nt andrem break_poi nt as

15 Vold =curr_V ; /1 current value of V(t) above shown guarantees tihg,... to represent, at any time
16 Wold = curr_W; /'l current value of Wt) ; ;

17 Phi ol d = curr Phi : /1 current value of Phi(t) L?]stantt, allj t:e (tac'f[lrJ]al an?< ?xpec_tedd) bretaktllnstants larger
18} ant,;; and due to the packets arrived up to time

19 /1 next function returns the newy f H

20 I/ created or just updated Ieaf add_bregk_pm nt _ calls the functlon

21 leaf = bal tree_ insert(Uree, U, d_Phi) ; bal _tree_insert, which descends the tree looking
22 bubbl e_up(| eaf - >f at her) ; /'l update aggr. info ini

93 bal tree ins fixup(leaf->tather) : 1 rebal . tree for a Ieaf. containing the b_reak valuéJ. On success,

24 bal _tree_insert addsd _Phito the value stored in the
25 if (Uree.leftnost_|eaf->U <= curr_V) /1 stale brk : ;

% rem break_poi nt (Utree. | ef tmost I eaf | field A® of the Igaf (a further flow becomes |dle/backlogged.
27 Utree.leftnost_| eaf ->d_Phi) ; upon the break instant represented by the leaf); otherwise i
o ) return leaf ; creates both a new leaf containing the tuglé/, d_Phi, 0 >,

30 and an internal node whose children are the newly creatéd lea
31 // updates/renpves a breakpoint i ; . R

32 rem break point(leaf, d Phi) { // in leaf to work on and the last I_ea}f V|S|tec_zl during the sear_ch, hence it replace
33 if ( leaf == Utree.leftnost_l eaf and the last leaf visited during the search with the newly create
34 d_Phi == | eaf ->d_Phi) { ;

35 /1 Renoving | eftnost |eaf, update base tuple: Intemal node. . .

36 Wold += Phi_old  (leaf->Umax - V. old) // Eq. (5) It is worth noting thatbal _tree_insert guarantees that
37 Phi _old = Phi_old + | eaf->d_Phi ; H ;

38 Viold = | eaf-SUmx : _each internal n_od_e of th@tm% has exactly two children (ar_1
39} internal node with just one child would represent the same ti

40 // next func. updates or renoves the |eaf and replaces ; ; ;

41 /] leaf->father with the brother of the |eaf interval repres_,ented by its Chlld)' i i

42 brother = bal _tree_remove(Utree, leaf, d_Phi) ; bal tree_insert does not deal with the aggregate infor-
43 bubbl e_up(br ot her - >f at her) ; /'l update aggr. info : R ; :

44 bal tree remfixup(brother) : 11 ro-bal ance 1ree mathn stored in the rjodes, which are_lnstead_updated b_y the
45 ) functionbubbl e_up (lines 1-9). All the information stored in

- - - : an internal node of thé/;,... depend only on the information
Fig. 5. Functionsadd_br eak_poi nt, rem break_point  gigred in the subtree rooted at that node (second key feature
andbubbl e_up. the U;.). Hence, if the information stored in a node changes,
only its ancestoramust be updated. Thereforbubbl e_up
updates only the nodes along the path from the input node to
nt&ae root of theU;,... The expressions used to updaftg,,..,

C. Updating the shape data structure

In this subsection we show how, by exploiting the seco
key feature of thel/,... and assuming th&,, .. to be bal- A% andAW come from Def. 2 and Th. 1.
anced, the shape data structure can be updated on each paciBt Order to preserve balancing, some types of balanced
arrival at O(log N) cost. Especially, we show how nodes ard€€S need dix up after the insertion (removal) of a node.
automatically removed ab(log N) cost, and in such a way This is accomphshgd by the functidral _tree_ins_fi xup
that thel,,... never contains more thaiv leaves. We show (Pal _tree_remfixup), whose code — as the one of

how balancing can be guaranteed by implementinglihe. bal _tree_i nsert. - dep_ends. on the specifi_c underlying
as an augmented balanced tree in the next section. balanced tree and is described in the next section.

The shape data structure can be updated through twdt is easy to understand that the computational complexity o

functions,add_br eak_poi nt andr em br eak_poi nt, both the functionsbal _tree_insert andbubbl e_up is O(d),
shown in Fig. 5add_br eak_poi nt takes as input the break Whered is the depth of thei,.. The complexity of the fix

value U of the breakpoint to add, the variatiah Phiof ®(¢) YP functions shown in the next section@¥d) as well. _
on the breakpoint, and the current value of the virtual time.  After inserting a new leaf and updating the aggregate in-

When the arrival of a packet causes a flow to becont@rmation, add_br eak_poi nt checks whether the leftmost
backlogged at time, add_br eak_poi nt must be invoked quf of the Uyee represents stale breakpoi_nt (i.e. a break-
twice, to add both the (actual) breakpoint corresponding B9int whose corresponding break value is no greater than
the flow becoming backlogged, and the expected breakpdiif current value of the virtual time). If this is the case,
corresponding to the expected break instant at which the fIGJd_br eak_poi nt invokesrem break_poi nt to remove
becomes idle if no packet arrives after timeOn the first € leaf and to consistently update the base tuple. .
invocation, the virtual start time of the just arrived packad ~ H€nce, on the one haratld_break_poi nt does not in-
the weight of the flow must be assigned, respectivelylto créase the depth of th,.. in case the removal of a stale
andd_Phi (®(t) increases by the weight of the flow on thdreakpoint can be performed. On the oth_er hand, when such
breakpoint); on the second invocation, the virtual unbagki a removal can not be performed, there is actually no stale
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breakpoint in theU;,.... In this case, thd/;... contains only The form of a DTree depends only on the values it contains,
expected breakpoints, due to flows becoming idle. But a floand it is independent of the order in which values are inderte
whose state changes only once during a given time interdl A/ is the number of binary digits used to represent the
causes only one breakpoint during the time interval. Tlogegf values stored in a DTree, the maximum depth of the DTree
when theU;... does not contain any stale breakpoint, it i$s equal to)M/. However, the average depth of a DTree has the
representing a time interval that contains at most one bre@lowing interesting property. Consider a DTree contafniVv
instant per flow. independent random values from a distribution with any ens
As a conclusion, since there ané flows in the system and function f(z) such that/ f?(z)dz < oc: the expectedverage
the Uy, is balanced, it is easy to prove that the depth of theepth of such a DTree i©(log V) [16], [18].
Uiree Never exceed®(log N), andadd_br eak_poi nt has Finally, in our simulations (Sec. VII), even thenea-
O(log N') complexity. sured maximunmtdepth of a DTree-basel;,... resulted to be
The same considerations about balancing issues made @giog V) with small constants (within a facta@ with respect
add_break_point, apply also to rem breakpoint tothe maximum depth of a perfectly balanced tree).
(which is briefy commented in Fig. 5 too). In Thus,bal _tree_insert andbal _tree_renove have
particular, rem break_point invokes the function O(log N) complexity in practical cases, and they are quite
bal _tree_renove, which subtracts the value of theefficient, because each elementary step is based on sim-
input argumentd_Phi to the value stored in the field® ple bit-comparisons. Finallybal tree_ins_fixup and
of the leaf pointed by the input argumeleiaf. If this value bal tree rem fi xup are obviously empty functions.
becomes equal to zerbal _tree_renbve does remove the DTrees allow a further optimization. Let nodebe the root
leaf, and replaces the father node of the just removed lghf wof a subtree to remove, node be the father of nodé.,, and
the other child (recall thabal _tree_i nsert guarantees nodeR be the other child of nod®. If node R was the only

each internal node to always have two children). child of nodeP, the labels and the aggregate information stored
in both nodes would coincide. Hence, the removal of the sebtr
V. BALANCED TREES rooted at nodé. can be achieved by simply substituting ndgle

The actual computational cost of L-GPS depends on tieplace of node” (suppose e.g. to remove the subtree rooted
depth of the augmented balanced tree used to implement &igl1 in Fig. 2.C.2: the content of nodB0 will just coincide
Usree- In the following two subsections we show two classewith the one of its right childR1). Each node of the subtree
of balanced trees suitable for implementing thg..: Patricia rooted at nodd. can be easily recycled by inserting noten
Trees [16], that guarantee balancing from a statisticahtpoia list of free treesi.e. a list whose elements are root nodes of
of view, and Red-black Trees [17], that guarantee detestiini trees removed from th&;,... Whenever a new node must be
balancing. We also show that Patricia Trees do not need anyadded to théJ;,.. and the list is not empty, the node can be
balancing after insertions/extractions, and that theywaéntire recycled from the head of the list. If nodeZ has children,
subtrees to be removed @(1) steps, which further improvesthey are inserted as the first and the second element of the lis

the performance of L-GPS. Hence insertions into and extractions from the list héx@)
The reader interested into numerical issues (as e.g. thmgst cost.
wraparound) is referred to Subsec. 5.3 in [22]. Consider the functiomonput eV: if the left subtree of the
node involved in the current search step is removed from the
A. Statistical balancing: Patricia Trees Utree €ach time the binary search continues in the right subtree,

Instead of the ordering between labels, a search tree ¢3RN 2!l the stale breakpoints are pruned from thig.. each
be organized as a function of the label representations adiMe the new value of the virtual time is computed (aggregate
sequence of digits. This is the main idea behtrids [16], !nformanon can be easily updgted at_ the end of the s_e_arch by
a well known (and very studied) technique for storing antivoking bubbl e_up and passing to it the last node visited).
retrieving data. A common method to decrease the number of S )
nodes in a trie is using ath compressiomethod, known B. Deterministic balancing: Red-black Trees
as Patricia compression [16]. A binary Digital Patricia 8re Red-black Trees [17] are balanced search trees based on
— hereafter calledTree for short — containingV values is comparisons between keys. Each node is labeled with one
a binary tree in which each leaf is labeled with the binargf the K values contained in the tree; furthermore, all the
representation of each value (there is one leaf per valulgbels in the subtree rooted at the left/right child of a nade
whereas each internal node is labeled with the comprefix smaller/larger than the label of the node. Two special fixrap (
of the labels of all the leaves stored in the subtree rootéldeat balancing) functions, invoked, respectively, after eawdeition
node. and extraction, guarantee the maximum depth of a Red-black
The Ui can be implemented as an augmented DTree Tree containings’ nodes to be equal tf2 - log, (K + 1)] [17].
which each leaf is labeled with the binary representation &urthermore, fix up operations have logarithmic complexity
the break value it contains, and each internal node is ldbeleith small constants [17].
with the common prefix of all the break values stored in its The U;,... can be implemented as an augmented Red-black
subtree. If we imagine to add such a prefix to each internfilee in which each leaf is labeled with the break value it
node, then Fig. 2.A.2, 2.B.2 and 2.C.2 turn out to show thr@entains, and each internal node is labeled with the maximum
Uiree implemented as augmented DTrees. break value stored in the leaves of its left subtree. Sindeap
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e e 1 enqueue(pkt) /'l invoked when a new pkt arrives
o 2
o Right-Rotate (y) e 3 V = conputeV(curr_W ;
e y 4 f = find_flow pkt) ; /1 find the flow owning pkt
- a 5 pkt.S = max(V, f.U) ; /1 Eq. 3
a B Left-Rotate (x) BV 6  pkt.F = pkt.S + pkt.L/f.phi ; /1 Eq. 3
7 tail _insert(f, pkt) ; /1 ins. pkt into f queue
8 if (queue_head(f) == pkt) { /1 flowf was idle
Fig. 6. The rotation operations performed by the fix up fuoncdi | 9 /1 update flow tinmestanps

in a Red-black Tree. The letters, 3 and ~ represent arbitrary |10 f.S=pkt.S;

11 f.F =pkt.F;
subtrees. 12 )
13 f.U=npkt.F; /1 update flow unback. virt. tinme
: 14 if (f.U<=f.S+ Lmax/f.phi) { // f.Uis (still) near
tree with N leaves ha2 - N -1 nodes, the worst-case d.eptr 15 it (not_in Uree(f.U eaf) or f.U eaf->Umax < V) {
guaranteed by the underlying Red-black Tree for the.. is |16 Il flowf is not present in the Utree, or its
17 /1 previous unbacking vtime was overcone by V
equal to[2 - (1_"' log, NI _ 18 add_break_point(f.S, f.phi, V) ;
bal tree_ins_fixup andbal _tree remfixup can |19 f.Ueaf = add_break_point(f.U, -f.phi, V) ;
: ; : PP - 20
pe obtained with minor modifications from the fix up fu_n_c-21 el se { /1 move forvard f.U
tions shown at pages 268 and 274 of [17]. The only critica}2 rem break_point (f. U eaf, f.phi) ;
23 f.Ueaf = add_break_point(f.U, -f.phi, V) ;

operations performed by these functions are the fwtations |2, }
shown in Fig. 6: each rotation does not affect the aggregate } // end of branch for near f.U
f . f . 26 elseif (in_Uree(f.Ueaf)) // f.Uis no nore near,
information stored in the parent nodeand in the root nodes | 37 rem break_point(f. U eaf . f phi) : // rem from Uree
of the subtreesy, # and~. Hence the original functions need| 28 }
t[O be modified SO_ as to ‘_apply the inner part of tite | e Ioop 30 packet dequeue() // invoked when the link is available
in bubbl e_up (Fig. 5, lines 3-6) only to the nodesandy |31 {

: 32 pkt = schedul e_next () ; /1 Def. 1
after. each rotation. 33 f = find flow(pkt) ; /1 find the flow owning pkt
It is worth noting that both nodesandy are assumed to be|34 head_remove(f) ; // rem pkt at the head of f queue

. B . 35 if (not is_enpty(f /1 update flow tinestanps
internal nodes in a rotation [17], hence the leaves ofltthe. |3¢ f(_ o headf(frf’ ))_/(S );)/5 may causepf. (e 11 ow ti mest ?;ar
can never (erroneously) become internal nodes. 37 f.F = head(f).F ;
38 if (not_in_Uree(f.Ueaf) and f.U <=f.S + Lmax/f. phi)
39 f.U eaf = add_break_point(f.U, -f.phi, V) ;
VI. L-WF2Q 40

}
. . . . i 41 return pkt ;
In this section we describe L-WB, an implementation of

WF2Q with O(log N) complexity and small constants.
In addition to using L-GPS to compute the virtual time, LFig. 7. L-WFQ.
WF2Q exploits the following property to further reduce the
computational cost. Assume that flow timestamps are immedi#) is avanilla implementation of the packet timestamping
ately updated each time a new packet is enqueued or dequeted selection policy of WAQ [3] (Eq. 3 and Def. 1), whereas
(i.e. as it starts to be served). It follows that the quantitpe second partefqueue lines 13-27,dequeue lines 38-
[V (t) — Si(t)| is upper bounded by the maximum differenc€9) deals with the shape data structure and implements the
between thenormalizedamount of service delivered to the previously defined filtering of the unbacking virtual times
th flow by, respectively, the GPS server and the real systefenqueue line 14,dequeue line 38).
Furthermore, as shown in Sec. Il, the maximum deviation of The functionschedul e_next (line 32) returns the next
WF2Q with respect to the GPS service is equaltg,... Hence, packet to transmit among the eligible ones. In [4] it is shown
how to perform this operation wit€(log V') complexity, using
V(1) = Si(t)| < —=== Vi, ¥t (7) a special augmented balanced binary search tree. In suek a tr
2 ] each node represents a backlogged flow, and contains the flow
known as the Globally Bounded Timestamp (GBT) propertyyyal start and finish times. In addition, each node corstais
[19]. As a consequence, aggregated information the minimum virtual finish time amon
Loz , the ones stored in the nodes of its subtree. As suggested] in [4
Ui(t) = Sit) > 6 Ui(t) > V(t) ¥i, vt balancing can be guaranteed by using e.g. a Red-black Tree
In the end,U;(tne) Can constitute an actual break value aft> underlying balanced tree. In the end, the resulting see |
tiMe pew ONNY if Us(fnew) — Si(tnew) < Luee \We define as S|m|Iar_to theU;,.., and keeping it up to date involves similar
near the virtual unbacking times that meet this condition. [PPerations.
is easy to understand that the virtual time can be computed
considering only near virtual unbacking times. Therefdhe, VII. SIMULATION RESULTS
virtual unbacking times to insert into thé.... can be properly  As shown in Subsec. V-A, DTrees are very simple to handle,
filtered, thus reducing the depth of the,.... The effectiveness and allowall the stale breakpoints to be efficiently removed
of this optimization during congestion periods is shownha t from theU,,... upon each update of the system virtual time. But,
next section through simulations. although the expected average depth of a DTre@(isg V),
The pseudocode for L-WAR is shown in Fig. 7. Both the its worst-case depth i9(M), whereM is the number of bits in
functions enqueue and dequeue can be divided into two the labels of the nodes. Hence, to assess the actual perfoema
parts: the first partghqueue lines 3-12,dequeue lines 32- of a DTree in practical cases, we simulate the operation of L-
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A B Scen.| Flows | Mean| 99% | Max | Max| Ratio | Max
1000 ———r———————— 1000 R — DTree| Conf.| DTree| Bal. RB
1000 0 0 0 0 -
755 | 14.62] 0.02 17 11 | 155 | 21
820 | 14.84] 0.10 17 11 | 155 | 22
790 | 16.47] 0.06 20 11| 1.82 | 22

TABLE I
STATISTICS COLLECTED FOR EACH SCENARIO

backlogged flows
near virt. unl?agck. times near Vlﬂ%cbkogag(:ifi tfil%‘gg

DTree depth -------- DTree depth -------

B WIN)

100 100

101 10 b

system in case of Scenario 4 (qualitatively similar to theson
for scenarios 2 and 3). Apart from a short initial transitory
period, the number of near virtual unbacking times recoided
Y TR e I BT T T each snapshot is r_ou_ghly equal to the total number of_ flows.
fsec] fsec] To compute statistics on the depth of thg..., each simu-
Fig. 8. System evolution in case of: A) generic scenario witfdtion is repeated0 times and, for each simulation, only the
offered load greater than the link capacity, B) Scenario 4. steady time interval is considered (e[§00, 600] in Fig. 8.B).
Table Il summarizes our results: for each scenario, each
WF2Q when thel,,.. is implemented with a DTree and onlycolumn reports, respectively, the numb_er _of competing flows
near virtual unbacking times are inserted in thg... Finally, the mean depth of thé/;...; the semi-width of the 99%
we compare the achieved performance with the one that wo@nfidence interval upon this value; the maximum depth of the
have been guaranteed by an ideal perfectly balanced tree &gt (the maximum among the depths of ttig.. recorded in
by a Red-Black Tree. each snapshot), the depth of a perfectly balanced treeinomga
We use thens-2 network simulator [23]. The environmentVmaz 1€aves {+ [logy Nmaaz |), WhereNy,q, is the maximum

consists of a node with a 10 Mbps output link. We simulatdmong the number of near virtual unbacking times recorded
the following 4 scenarios for 10 minutes each: in each snapshot; the ratio between the maximum depth of

1) 1000 simultaneous FTP transfers. the Uree (column 5) and the maximum depth of the perfectly

2) 755 (asynchronous) Constant Bit Rate (CBR) traffiealanced tree (previous column); the worst-case depth of a
sources with packet length distribution equal to the one eRed-black Tree withNy,q, leaves (2-(1+ log; Nmaaz)l,
perienced in an Internet router according to [24]. Sourceew Subsec. V-B).
divided into five (rate, weight) groups, ranging from (10 kbp Whereas the null depth of any tree for scenario 1 is a
1) to (50 Kbps, 5), increasing in steps of (10 Kbps, 1). consequence of the filtering of virtual unbacking times, lin a

3) 820 \oIP traffic sources, using CISCO [25] codec G.72e other cases the mean depth and the (sample) maximum
(30 bytes payload, 22 packets per sec, 40 bytes IP/UDP/R#epth of theUy... is within a factor2 with respect to the
header). maximum depth of a perfectly balanced tree.

4) A mix of the previous traffic sources: 20 FTP sources, 400
asynchronous 10Kbps CBR sources, 350 VoIP sources, plus 20 VIIl. CONCLUSIONS
Video sources (MPEG-4 coding) transmitting real videofitaf  In this paper we have shown L-GPS, a new algorithm for
traces taken from [26]. performing exact GPS simulation, and L-W®, an efficient

During each simulation we talenapshot®f the state of the implementation of WEQ based on L-GPS. Both algorithms
system — number of backlogged flows, numbene#r virtual haveO(log N) complexity per packet transmission, and comply
unbacking times and depth of thhg,.. — at time intervals with with constant-rate as well as variable-rate links.
length uniformly distributed between 1 and 2 seconds. To the best of our knowledge, L-WB is the first scheduler

In a preliminary simulation run we found that the numbeachieving theoptimumservice (i.e. theninimumdeviation with
of backlogged flows and, hence, the frequency of breakpoimespect to the GPS service) @(log N) cost. Furthermore,
is very low if the offered load is 'too’ lower than the link analytical results and simulations demonstrate that thra-co
capacity (a5% lower offered load is enough to get a venputational complexity of both L-GPS and L-W® has small
low frequency of breakpoints). On the contrary, if the aoffiér constants too.
load is equal to or higher than the link capacity, the numberL-GPS and L-WEQ reduce thaipperbound complexity for
of backlogged flows is high, but the number of breakpoingmulating a GPS server and th@per bound complexity for
stored in theJ;,.. is limited by the filtering of thenearvirtual providing theoptimumservice, both fronO(N) to O(log V).
unbacking time. Especially, the more the backlog increas@doreover, since the complexity lower bound to guarantee the
the more the filtering becomes effective: Fig. 8.A shows thiminimum deviation with respect to the GPS servici%g N)
phenomenon in case the offered load2i®6 larger than the [13], L-WF?Q achieves theoptimum service with optimum
link capacity. complexity.

As a consequence, for each of the above scenarios (except for
scenario 1), the number of sources and the rate of each source IX. ACKNOWLEDGMENTS
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